3 0 0
’7[] 3 3 [ 1 1 ]
The closest rank 1 approximationsare A= 0 0 0 A= L A= B

0 0 0
2.
Aisinvertible so A~! = VE—1UT has singular values 1 /oy and 1 /o5. Then ||A—1|[; =
max singular value = 1/09. And |[AY[% = (1/01)% + (1/02)2
3.
[o]l3 = oF + -+ v} < (max|es]) (Jor] +- -« + Jon]) = ||vl|e] 0|2
4.
The link from A = USV T to A+ = VE+UT shows that A and A+ have the same
number (the rank r) of nonzero singular values. If A is square and Ax = Ax with

A#0 then AT x = -,1;;1' Eigenvectors are the same for A and A™, eigenvalues are A

and 1/N (except that A = 0 for A produces A = 0 for A+ !).
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Complete the Gram-Schmidt process in Problem 8 by computing g1 = a/||a|| and Az =
b— (bTq1)q and qo = Ay/||As|| and factoring into QR.

e
a=afllal =5 1] - !ﬁ]
2

7 i
Ay =b— (T q)q = [0] —([4 0] lﬁ]) {
2

U,
g2 = Az/|[A2]| = [_@J
V2
L -l w222 7|2 2]
10 e O N1V Y | 75— L0 2v2
I
V2 V2
R V2 2V2
10 2v2

7. (1)

With b = (0,8,8,20) at ¢ = (0,1.3.4), set up and solve the normal equations AT A7 = ATb,
For the best straight line in Figure I1.3a, find its four height p; and four errors ¢;. What is
the minimum squared error E = €2 + €3 + 2 + 3?

A

Tae_ |4 81[CT _[36
A A‘_[g 26] [f) ~ 112

. [C1 _[4 8]7'[36] 1[13 —4][36] [1
DT |8 26 [112] T20|-4 2] |u2] T |4
Py = C + Dt; so our pis will be 1, 5, 10, 13. This makes our ¢;s be 1, 3, 2, 7 (signs not given)
for a total minimum squared error of F; = 63.

2)
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