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Highlights of Linear Algebra

• Goal: understanding even more than solving
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1. Multiplication Ax Using Columns of A

• Matrix-vector multiplication
– Dot products: (row)·(column), computing, low level

– Linear combination of the columns of A

• Combinations of the columns fill out the column 
space of A

• Factor A into C times R
– R: row-reduced echelon form of A
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• Rank of A = rank of C: count independent columns

• = Dimension of the column space of A and C
– Column rank = Row rank
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2. Matrix-Matrix Multiplication AB

• AB = (m by n) times (n by p)

• Inner product: rows times columns
– mp inner products, n multiplications each

• Outer product: columns times rows
– n outer products, mp multiplications each

• AB = sum of rank one matrices
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Insight from Column times Row

– Why is the outer product approach essential in data science?

– We are looking for the important part of a matrix A

– We don’t usually want the biggest number in A

– What we want more is the largest piece of A: those pieces 
are rank one matrices uvT

– Factor A into CR
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3. Four Fundamental Subspaces

• Column space C(A)

• Row space C(AT)

• Nullspace N(A)

• Left nullspace N(AT)
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