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Training Neural Network

• One time set up

– activation functions, preprocessing, weight initialization, regularization, gradient 

checking

• Training dynamics

– babysitting the learning process, parameter updates, hyperparameter optimization

• Evaluation

– model ensembles, test-time augmentation, transfer learning
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Activation Functions
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Activation Functions: In Practice

• Use ReLU

– Be careful with your learning rates

• Try out Leaky ReLU / Maxout / ELU / SELU

– To squeeze out some marginal gains

• Don’t use sigmoid or tanh
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Data Processing
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Batch Normalization
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Weight Initialization
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Weight Initialization: Activation Statistics
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Weight Initialization: Xavier
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Weight Initialization: ReLU
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Weight Initialization: Kaiming / MSRA
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Proper Initialization is an active area of research
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Learning Rate



Mechanistic Data Science Deep Learning - 21

Learning Rate Decay
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Learning Rate Decay
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Learning Rate Decay
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Learning Rate Decay
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Learning Rate Decay: Linear Warmup
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First-Order Optimization
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Second-Order Optimization
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Optimizer: In Practice

• Adam is a good default choice in many cases; it often works ok even 

with constant learning rate

• SGD+Momentum can outperform Adam but may require more tuning of 

LR and schedule

• If you can afford to do full batch updates, then try out L-BFGS (and 

don’t forget to disable all sources of noise)

– Limited memory Quasi-Newton method
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Regularization: Add Term to Loss
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Regularization: Dropout
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Regularization: Common Pattern
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Regularization: Data Augmentation
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• Examples of data augmentations:

– Translation

– Rotation

– Stretching

– Shearing

– Lens distortions

– …
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Regularization: DropConnect
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Regularization: Fractional Pooling
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Regularization: Stochastic Depth
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Regularization: Cutout
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Regularization: Mixup
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Regularization: In Practice
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Choosing Hyperparameters
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Check out Weights & Biases

https://wandb.ai/


Mechanistic Data Science Deep Learning - 60



Mechanistic Data Science Deep Learning - 61

Transfer Learning

• You need a lot of a data if you want to train/use CNNs?

• Have some dataset of interest but it has < ~1M images?

– Find a very large dataset that has similar data, train a big ConvNet there

– Transfer learn to your dataset

• Deep learning frameworks provide a “Model Zoo” of pretrained models 

so you don’t need to train your own

– TensorFlow: https://github.com/tensorflow/models

– PyTorch: https://github.com/pytorch/vision

https://github.com/tensorflow/models
https://github.com/pytorch/vision
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Summary

• Activation Functions (use ReLU)

• Data Preprocessing (images: subtract mean)

• Weight Initialization (use Xavier/Kaiming init)

• Batch Normalization (use this!)

• Transfer learning (use this if you can!)

• Improve your training error:

– Optimizers

– Learning rate schedules

• Improve your test error:

– Regularization

– Choosing Hyperparameters
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